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CAR INSURANCE FRAUD

 Lying to the insurance
company for financial gain

Staged accidents, exaggerated claims,
false documentation, vehicle dumping
etc

Data analytics to detect fraud
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BUILDING A FRAUD DETECTION MODEL

Exploratory Data Analysis

Feature Engineering

Resampling the Dataset 

Model Training & Evaluation 



CAR INSURANCE CLAIM



BUILDING A FRAUD DETECTION MODEL
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6%

Car Insurance claims are
fraud cases

FRAUD IS RARE
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CHI-SQUARE TEST

ASSOCIATION BETWEEN TWO VARIABLES

AccidentArea Fraud
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ASSOCIATION BETWEEN TWO VARIABLES

AccidentArea Fraud



“Age”:
Imputed -0-
values with

mean

Dropped rows
with -0-
values in

dates

Checked feature
importance on

the target
variable using

Chi-square test

Dropped “Age”
and

“PolicyNumber”
columns 

SIMPLIFYING
OUR DATA:
PREPROCESSING

8.32% 91.68%

After a few back and forth with the dataset, we decided to
keep most of the columns and just dropped “Age” and “Policy

Number”  

33 variables
24 ﻿categorical
 9 numerical



LETS MAKE IT
VISUAL:
EXPLORATORY
DATA ANALYSIS
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01 - OVER SAMPLING

02 - UNDER SAMPLING

General Resampling
Methods

RESAMPLING THE DATA



OVERSAMPLING
SMOTE

Adding samples to minority class (fraud cases)
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OVERSAMPLING

LIMITATIONS
Can introduce bias into the dataset.
Can be computationally expensive for large datasets.
May not be effective for all types of imbalanced datasets.

ADVANTAGES
Can improve the accuracy of classification models on the
minority class.
Can reduce the overfitting of classification models.
Relatively simple to implement and can be used with a
variety of classification algorithms



UNDERSAMPLING

Original dataset

Removing samples from majority class (non- fraud cases)

Reducing samples Resampled dataset
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UNDERSAMPLING

LIMITATIONS
Can increase risk of losing important or representative information.
Not suitable for very small datasets.
Risk of increased variance and overfitting (because of fewer
datapoints).

ADVANTAGES
 Can significantly decrease the amount of data, which in
turn speeds up the training process of machine learning
models.
Can improve the performance of the model on minority
class data points by balancing the class distribution.
Relatively simple to implement and can be used with a
variety of classification algorithms.



Neural Network Models

01 - LOGISTIC REGRESSION

02 - DECISION TREE

Single Learning Models

03 - RANDOM FOREST

04 - XGBOOST
Ensemble Learning Models

MODELS USED

05 - ARTIFICIAL NN



Traditional regression formula inside the logistic
function 

LOGISTIC REGRESSION

Interpretability: e.g. log-odds of fraud
decrease by 0.15 when the claim is in a
rural area.



LOGISTIC REGRESSION

LIMITATIONS
Assumption of Linearity: Assumes a linear relationship between
independent variables and the log-odds, may  fail to capture
complex non-linear patterns.
Sensitivity to Outliers: Extreme values can disproportionately
impact the model's coefficients and predictions.

ADVANTAGES
Interpretability: Clear and interpretable results. The coefficients
represent the impact of each independent variable on the log-
odds of the outcome
Probabilistic Predictions: Models the probability of an event
occurring. Valuable when its crucial to understand the likelihood
of the outcome
Low Variance: Less prone to overfitting.



Decision
Node

Decision
Node

Root

LegitimateDecision Node

Witness present? No Witness present? Yes

Legitimate Fraudulent

Driver rating>3? Police report filed? NoYesDriver rating≤3? 

Fraudulent

Brand ≠ Mercedes Brand = Mercedes 

Legitimate

DECISION TREE

Witness or
no?

Police report
or no?

 Raring 3 or
no?



DECISION TREE

Interpretability and visualisation
No need for data normalisation

Prone to overfitting, especially with complex
datasets.
Instability

Witness or
no?

Police report
or no?

 Raring 3 or
no?



RANDOM FOREST

ENSEMBLE METHODS

BAGGING BOOSTING
XGBOOST



RANDOM FOREST: AN ENSEMBLE OF DECISION TREES

Training Set

Training
Sample 1

Training
Sample 2 Training

Sample n

Prediction

Test Set

Decision Tree nDecision Tree 2Decision Tree 1

Voting (Averaging)

Result nResult 2Result 1



The weights of the incorrectly
predicted points are increased in the
next classifier

XGBOOST: EXTREME GRADIENT BOOSTING

The final model is a weighted sum of
all the weak learners



ARTIFICIAL NEURAL NETWORKS

Error Calculation: Assess the
difference between the predicted
output and the actual target values

Fraud (1/0)Base Policy

Make

Accident Area w1
w2

w12

w13

w24

w25
w2
5

Forward propagation
Input training data and propagate it
forward

Learn by adjusting the weights via 
backpropagation.



EVALUATION METRICS
CONFUSION MATRIX



CONFUSION MATRIX
Visualises the 

actual values in each class 
vs. 

predicted values by the machine learning model



CONFUSION MATRIX



CONFUSION MATRIX



CONFUSION MATRIX

True Negative (TN) = 2899
False Positive (FP) = 0

False Negative (FN) = 182
True Positive (TP) = 3



RECALL, PRECISION & F1 SCORE



SUMMARY
FRAUD DETECTION

No model performed well



Oversampling vs undersampling

Combined variables, e.g. base-
policy + vehicle type

Frequency-encoding, e.g.
months/make/day high vs low count

One-hot encoding vs label encoding

No model performed well

Logistic Regression
Decision Tree
Random Forest
XGBoost
Artificial Neural Network

SUMMARY
FRAUD DETECTION



Additional segmentation

Claim Value

Introducing new features

Credit Score

Income

Expanding the dataset

FUTURE DIRECTIONS
Improving model  capability
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